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There is growing optimism that algorithms could revolutionize political decision-making for the better. 
Algorithmic Decision-Making (ADM) systems,1 with their scalability and data-processing capabilities, 
promise to make political decision-making more responsive and participatory, opening new avenues for 
large-scale civic engagement. Furthermore, studies have shown that algorithms can make better and poten-
tially fairer decisions by processing data free from human subjectivity.2 Already, ADM systems have been 
used to aggregate citizens’ votes into compromises in civic participation systems,3 determine bail amounts 
and sentence lengths in court,4 and make decisions on benefit claims and other welfare issues in administra-
tive processes.5 

In this essay, I want to take a step back and discuss one pivotal and integral problem around ADM sys-
tems and their usage in political decision-making: their lack of transparency. Herein, “transparency” refers 
to understanding how and why a system has made a certain decision. Transparency is not merely a desirable 
quality; it is essential for the stability of society. A lack of transparency in political decisions can severely 
undermine their legitimacy and the accountability of decision-makers. Ultimately, this opacity can erode 
trust in the political process, potentially leading citizens to oppose decisions or disengage from the political 
system altogether.6 In the context of ADM systems, transparency becomes an even more challenging topic, 
as it is harder to achieve yet more important to provide than in classic decision-making systems. Key chal-
lenges include the following: 

1. ADM systems, especially those based on machine learning (ML), are inherently complex and 
regularly function as “black boxes,” making their decision-making processes extremely difficult to 
explain.7 This complexity can even result in decisions that may seem counterintuitive to the public.8 

2. Empirical studies indicate that people generally perceive decisions made by algorithms as less legiti-
mate than those made by humans. The inclusion of a human element in an ADM system, even if it 
compromises decision quality, may increase its perceived legitimacy.9 

3. Absent human supervision, there is an inherent risk of complete failure in ADM systems. For exam-
ple, ADM systems based on ML are prone to perpetuating existing human biases and may lead to 
self-fulfilling prophecies.10 Without transparency, such fatal mistakes can easily go unnoticed. 

4. ADM system designers exert significant influence over system behavior, even when the core frame-
work is decided by others. Without transparency, it becomes challenging to assess the encoded 
values and biases, potentially leading to an unchecked rule by experts.11 

5. As the designers of ADM systems often differ from their users, transparency is necessary to under-
stand how to interact with these systems. Zouridis et al. recently found that government officials 
in some contexts have an incomplete understanding of the assumptions and workings of ADM 
systems they use.12 

6. Because ADM systems can be perceived as inscrutable “black boxes” due to a lack of transparency, 
decision-makers can deflect responsibility onto these systems, raising serious accountability concerns. 

There are multiple degrees of transparency in political processes.13 A common form, referred to as 
“transparency in process” or “transparency via accessibility,”14 requires the decision-making process itself to 
be transparent. In the context of ADM systems, achieving this level of transparency typically involves mak-
ing the algorithm’s code and all input data publicly accessible—an endeavor that comes with its own intellec-
tual property, privacy, and data security issues. While experts may have the capability to verify the ADM in 
this case, the average citizen is unlikely to derive meaningful insights from the code and data. Additionally, 
the inherent complexity of ADM systems may hinder experts from comprehending the underlying logic 
of specific decisions. Moreover, even if the ADM system itself is not overly complex, executing it typically 
requires a computer, implying that humans cannot independently verify the outcomes and are often left 
unaware of the exact influence of their input. 
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To demonstrate the struggles involved, let us examine a recent development in participatory bud-
geting: a civic engagement tool where citizens vote on how to allocate a portion of a city’s budget. In a 
common variant, citizens are presented with a list of project ideas, each with a cost estimate, and vote 
by either approving or disapproving each one. Funding decisions on projects are then usually made 
through a greedy procedure that evaluates projects based on the number of supporters, funding those 
with the most approvals first for as long as there are sufficient funds left. However, this approach can 
inadvertently marginalize minority interests, as it fails to consider whether voters also approve of other 
projects that we decided to fund already. 

To address this issue, new rules, such as the Method of Equal Shares (MES), have been developed 
and deployed.15 While MES’ basic principle is comprehensible to the general public, some of its imple-
mentation details are intricate and have unpredictable effects. (For instance, a currently not-funded 
project might get funded if one of its supporters abstains from voting).16 In general, manually executing 
the MES rule in real-world situations is exceedingly challenging. This results in the following dilemma: 
On the one hand, decisions made by MES are provably fairer/better than those made by the greedy 
procedure. On the other hand, the complexity of MES makes it difficult for citizens to comprehend and 
verify the outcomes or grasp how their votes influenced the decision—and even what vote they should 
cast—potentially eroding citizens’ trust and engagement in the process. 

Circumventing this problem requires us to hold transparency in algorithmic decision-making to a 
higher standard. It is not enough to simply know how a decision was made; understanding the rationale 
behind it is crucial. This level of transparency, which could be termed “transparency in rationale”17 or 
“transparency via explanation,” is traditionally achieved by having simple procedures that make it easy 
to understand on what basis a decision has been made. However, ADM systems’ inherent complexity 
renders this approach unfeasible. Instead, we need to demand that computed decisions are accompanied 
by easy-to-understand explanations, which are appealing and understandable independent of how the 
decision was made. Such explanations should act as “verification codes” of the decision, letting us easily 
check the decision’s validity and quality. By adopting this approach, we shift our focus from the process of 
decision-making to the produced outcome. This shift would partially liberate us from the need to grasp 
the intricate mechanics of ADM systems, allowing us to rely on them as a sort of “oracle” to produce 
high-quality outcomes while retaining the ability to verify and leverage their outputs effectively. 

Developing simple yet persuasive explanations for decisions made by ADM systems is a challenging 
task. In the realm of participatory budgeting and voting, an axiomatic approach has proven useful. This 
method involves identifying a set of desirable (and, in the best case, easily verifiable) properties that 
the outcomes should satisfy and then using them to demonstrate the outcome’s quality. For instance, 
“priceability” is an appealing property to ensure proportional representation in participatory budget-
ing.18 Therein, each voter owns the same amount of virtual money. The explanation then presents a 
“spending scheme” wherein each voter contributes their virtual money to the costs of funded projects 
they approve in a way that all funded projects receive sufficient payment and no unfunded project can 
be financed with the remaining budget of its supporters. 

However, even if comprehensive explanations remain elusive, there are smaller yet significant steps 
we can take in the interim. For example, we can inform citizens about the margin by which decisions 
were made and what changes would have influenced the outcome in a certain way.19 While this approach 
does not directly lead to an explanation of the decision, it provides valuable context, facilitating a 
deeper understanding and better interpretation of the result. 

As we increasingly integrate ADM systems into political decision-making, a certain loss of transpar-
ency seems inevitable, presenting us with a critical dilemma: how much transparency are we willing to 
sacrifice? With the rise of ML and AI, this question will become more and more pressing. Most likely, 
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ADM systems will be (and in some cases already are) able to make better decisions than humans. Is this 
enough for us to accept these systems as legitimate political decision-makers even if the processes and 
rationales behind the decisions are less transparent? 

A straightforward answer to this question is unlikely, as it will always involve complex trade-offs. 
Therefore, progress in this area demands a collaborative, multidisciplinary approach. On one front, 
technologists must work toward enhancing the explainability of ADM systems, thus reducing the 
amount of transparency we need to sacrifice to improve decision quality. The rising success of the field 
of explainable AI is a promising development here; however, the stakes are particularly high in the 
political sphere, which requires us to put explainability at the front and not at the end of the develop-
ment process. Concurrently, efforts by social scientists are needed to investigate how much transpar-
ency citizens are willing to sacrifice and how this influences decisions’ perceived legitimacy. Our goal 
should clearly be to identify and work toward the trade-offs that are acceptable to society. While this 
article focuses on the political context, similar questions and problems will arise more broadly, as non-
transparent algorithms continue to outperform humans in various aspects of life. 
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