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“To ensure continued functionality of digital 
information systems, as well as to correct their 
many failings, we need to develop tools that allow 
humans to communicate with unprecedented 
levels of digital context at scale.”

1.  Context: the Foundation oF 
CommuniCation

The internet is often touted, not without justifi-
cation, as the most revolutionary communication 
medium in human history. Yet while informa-
tion packets now traverse any two points on 
the globe almost instantaneously, there is an 
important sense in which the internet has, para-
doxically, reduced our capacity to communicate: 
it has imperiled our ability to establish and 
preserve the clarity of context on which human 
communication depends.

“Context” is used in a variety of ways, so we 
will aim to be precise about what we use it to 
mean: background data that is approximately 
“common knowledge” (known, known to be 
known, known to be known to be known, etc.). 
Communication is impossible without some such 
context. Languages themselves are the most 
basic example of context, providing a common 
set of symbols and grammar that allow other-
wise unintelligible noises and symbols to convey 
meaning in a way that is understood by others 
who share the same language. Shared personal 
histories, secrets, cultural milieus, technical 
disciplines, national memories, oral traditions, 
and various other contexts empower us to 
convey far more meaning per packet of informa-
tion than would be possible if we saw the world 
anew each day. Perception and understanding 
differs for every listener and depends on the 

context they share with the speaker. Context is 
central to defining the status of a relationship 
among the parties to the communication and 
the basis for the exchange they are engaged in.

2.  the threats to Context and 
Contextual integrity

As leading technology scholars like danah 
boyd and Helen Nissenbaum have highlighted, 
it is precisely because the internet has made it 
possible to share so much information in such 
novel combinations that it has undermined our 
ability to establish, track, and protect context 
in two ways [1],[2]. First, as we talk to a wider 
range of people with less shared experience, it 
is increasingly hard to know what context we 
may assume in communicating. Without such 
clarity, communication is likely to be hampered 
or entirely ineffective: we may speak and others 
may hear, but they will typically lack the context 
to understand our meaning and may even misin-
terpret us, making us unwilling to speak clearly.

Second, the speed and ease with which infor-
mation moves has made it hard to ensure that 
statements remain within the context in which 
they were made, often leading to “context 
collapse,” causing different audiences to misun-
derstand or misjudge the information based 
on their disparate contexts [1]. Avoiding such 
collapses requires maintaining “contextual 
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integrity,” as Nissenbaum labels it: ensuring that 
speakers can have a clear understanding of the 
contexts in which statements they make will be 
interpreted and ensuring that information does 
not leave these contexts. Absent such integrity, 
we may become unwilling to harness context 
in our communications for fear that what we 
say will be “taken out of context.” Accelerating 
communicative capacity may therefore erode 
our ability to communicate effectively.

Of particular concern is the emergence of gener-
ative “artificial intelligence” (AI) systems, which 
are increasingly capable of producing highly 
realistic texts, images, and video [3]. These 
systems, also known as generative founda-
tion models (GFMs), will proliferate persuasive 
machine content on our information networks 
at lower cost and typically higher profit than 
humans can more directly produce such data. 
This threatens the integrity of nearly all social 
systems, including the very internet corpus on 
which these foundation models are trained.

GFMs enable information to be easily trans-
ferred across tasks and domains, but this can 
cause context collapse.1 While these consid-
erations may seem abstract, recent exploits 
of low-context communication have made 
their consequences quite vivid. Scammers are 
harnessing foundation models to reuse voice 
clips posted online to mimic the voices of people 
victims know and love for confidence games [4]. 
Such extremely decontextualized reuse shows 
the potentially extreme risks of context collapse.

3.  mission: Plural PubliCs

The problem of context collapse is closely 
related to discussions around “privacy.” In fact, 
Nissenbaum persuasively argues that much, if 
not most, of what we mean when we discuss 
“privacy” is really a concern for contextual 
integrity. However, nearly all formal work on 

1  The trust-eroding potential of foundation models is not all negative, however. Eroding trust also means that shared informa-
tion will be distrusted if not verified, strengthening technical tools, discussed below, which use deniability to enhance contextual 
integrity.
2  In traditional Mandarin, “digital” and “plural” have the same characters, so plural publics can also be understood as “digital 
publics.”

privacy technology (much of it connected to the 
cryptography) and the great majority of privacy 
policy focuses on much more individualistic 
notions of privacy versus publicity, with facts 
being (stochastically) either private or public. 
We therefore find it useful to call out this prob-
lem of context collapse separately and provide 
some design criteria to help sharpen design and 
policy work in this direction.

Instead of focusing on “private” v. “public,” we 
seek to protect and enable the emergence of a 
rich diversity of “publics.” For us, a “public” is a 
digital communication channel in which individ-
uals possess a confident understanding of the 
context surrounding their messages. In these 
publics, individuals have the confidence that 
their messages will be interpreted through the 
lens of that context. This notion of “public” owes 
much to political philosopher John Dewey’s 
(1927) concept of “emergent publics” [5], poli-
ties that form to coordinate common action 
and democratic control over issues of shared 
concern, as well as to sociologist Georg Simmel’s 
[6] emphasis on the role of shared secrets as a 
foundation for such common action. Internet 
pioneers like J. C. R. Licklider were partly inspired 
by these ideas (the “web” terminology may well 
have arisen from a mistranslation of a famous 
essay of Simmel’s), and Licklider anticipated 
as early as 1968 [7] the challenges to effective 
communication the internet could create due to 
what Martin Gurri has called an “information 
tsunami” [8]. In tribute to that tradition, we 
label our goal set as promoting plural publics2, 
following Dewey’s use of “public” in the plural 
and emphasizing the need to create a diversity 
of such publics.

In a public, context must be (approximate) 
common knowledge among its participants. 
It is necessary for participants in a public to 
have confidence in the context they share, and 
that all participants have confidence in others’ 
confidence and so on [9]. Today, communica-
tion continues, however hobbled, on digital 
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platforms despite context collapse. However, the 
disruption caused by GFMs could significantly 
erode current communication platforms unless 
we adopt new forms of context-preserving 
technologies. To ensure continued functionality 
of digital information systems, as well as to 
correct their many failings, we need to develop 
tools that allow humans to communicate with 
unprecedented levels of digital context at scale.

4.  tools to helP guide us

Moving towards a contextually grounded infor-
mation scheme will require new tools, gover- 
nance, and sociotechnical advances. There are 
various tools available that can be utilized to 
build plural publics:

1.  Group-Chat Messaging facilitates contex-
tual communication within a public, as they 
provide a channel in which participants 
possess a shared understanding of the contex-
tual landscape surrounding their messages 
[10]. However, group chats today make it 

3  “Designated verifier signatures” are an example of a deniable signature where only the designated verifieris convinced of 
the authenticity of the sender’s digital signature [11].

relatively straightforward for members to 
share messages from the chat onward, out of 
context, either directly or through screenshots. 
Group chats also typically do a relatively poor 
job of ensuring common knowledge: it is hard 
to know how many others are paying atten-
tion to the messages posted and thus hard to 
know if they can be thought of as a shared 
context or just screams into a void.

2.  Deniable and Disappearing Messages 
allow for only the intended recipient to be 
convinced by the authenticity of informa-
tion.3[11] Disappearing messages allow for 
context to be time-bound by preventing 
participants in the initial conversation from 
proving their prior claims. Even if information 
was attempted to be shared de-contextually, 
recipients of such information would not be 
able to prove its authenticity. These tech-
niques are likely to be increasingly useful as 
persuasive machine-generated content of 
questionable validity proliferates and thus 
people come to rely more on verification to 
provide credibility.

3.  Distributed Ledger Technologies (DLTs) 
enable context to be approximate common 
knowledge among all machines participat-
ing in a consensus protocol [12]. However, 
whether what is approximate common 
knowledge among machines is approximate 
common knowledge among the human oper-
ators of those machines is a sociotechnical 
rather than technical question, and requires 
much more study. Furthermore, much ad- 
ditional technical work would be needed to 
make DLTs serve the goal of plural publics, 
as they would have to operate much faster, 
at lower cost, and with much stronger privacy 
protections than do most current, publicly 
oriented DLTs.

4.  Identity Certificates allow for individuals 
to cryptographically prove the possession of 
context to send or receive messages. Identity 
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certificates4 are also subject to forgery or the 
theft/corruption of its keys. However, the inter-
section of many verified attestations could 
greatly improve both sender’s and receiver’s 
confidence about the contextual landscape 
they are communicating in. Advances in 
methods for community/social key recovery, 
non-transferability, and account abstrac-
tion may help reduce the threats of account 
corruption[13], [14], [15].

5.  End-to-End Encryption prevents infor-
mation from being shared across publics, 
but becomes more challenging to implement 
correctly with the increased use of GFMs. 
For example, proving that a participant in an 
end-to-end encrypted meeting is truly one of 
the intended participants requires that the 
public is able to maintain and broadcast a 
coherent view of who is supposed to be a part 
of it and that its members are able to reliably 
authenticate themselves to each other.

A combination of these technical tools would 
be useful for individuals who want to prevent 
GFMs from training on their data. Additionally, 
given that GFMs continue to pose a threat to 
individuals’ financial security and reputation, 
plural publics communication will likely emerge 
as an effective solution. Incorporating deniable 
messages and identity certificates that privately 
authenticate a pre-established context, such as 
secrets, on a ledger between two parties can 
establish approximate common knowledge that 
the individual with whom one is communicating 
possesses the presented certificates. There are 
ongoing experiments with new forms of commu-
nication utilizing such tools.5 This can help 
mitigate leading potential harms from GFMs: 
hyper-personalized disinformation campaigns, 
denial-of-information attacks, child sexual 
abuse material (CSAM), and phishing scams, 
among others [16].

While we believe that improved support-
ing technology can enhance the chances of 

4  The most widespread use of such a certificate system today is with X.509 Certificates. Other emergent credentialing solu-
tions include BBS+ verified credentials (VCs), U-Prove, CL-signatures with anonymous credentials, selective-disclosure-JSON 
Web Tokens, and zero-knowledge soulbound tokens.
5  Some emergent protocols experimenting with a combination of the tools above include Spritely, Mastodon, Nostr, AT Protocol, 
Farcaster, Lens, Status, and DSNP.

achieving such informational pluralism, we do 
not suppose that any of the tools we discuss are 
necessary or sufficient conditions for achieving 
those ends. Furthermore, we are acutely aware 
of how these affordances may be abused by, 
for example, criminal organizations that need 
to form and protect secret context. The tools 
may even undermine their direct goals if their 
interface with sociotechnical practices does not 
match the technical affordances of the systems, 
a problem that will be especially acute for less 
technically sophisticated users.

5. agenda on how to advanCe

Privacy is widely seen as a fundamental 
human right grounding the survival of democ-
racy. For example, at the 2021 Summit of 
Democracies, the then-United States Science 
Advisor Eric Lander highlighted “privacy-en-
hancing technologies” as a primary category 
of “Technology for Democracy” the adminis-
tration hoped to support [17].

https://en.wikipedia.org/wiki/X.509
https://w3c-ccg.github.io/ldp-bbs2020/
https://www.microsoft.com/en-us/research/project/u-prove/
https://dl.acm.org/doi/10.1145/4372.4373
https://datatracker.ietf.org/doc/draft-ietf-oauth-selective-disclosure-jwt/
https://datatracker.ietf.org/doc/draft-ietf-oauth-selective-disclosure-jwt/
https://arxiv.org/abs/2208.11443
https://spritely.institute/
https://joinmastodon.org/
https://nostr.com/
https://atproto.com/
https://www.farcaster.xyz/
https://www.lens.xyz/
https://status.im/
https://github.com/LibertyDSNP/papers


Plural Publics 7

We believe that this emphasis, while clearly 
in the vicinity of something profound, is a bit 
imprecise. Democratic and pluralist societies 
do not depend on individual privacy primarily; 
in fact, as as Hannah Arendt’s The Origins of 
Totalitarianism (1951) and other observers like 
Alexis de Tocqueville’s Democracy in America 
(1835) before her have noted, authoritarian 
regimes are usually comfortable with or even 
promote individual privacy [18], [19]. Rather, 
what they fear is collective coordination 
outside the view and control of the state. As 
de Tocqueville said, “a despot easily forgives 
his subjects for not loving him, provided they 
do not love each other” [19]. As such, we 
believe that a central goal for technology that 
would enable it to support pluralistic societ-
ies would be to support what we call plural 
publics.

While the concept of plural publics provides 
a high-level design, many open questions 
remain. What is the interface between what 
a machine knows and what a human knows? 
To what extent and in what cases is deniabil-
ity sufficient for preserving context? When, 
and in what amount, is common knowledge 
necessary or desired as humans begin to 
communicate alongside artificial agents? Can 
we measure the necessary context needed to 
enter a public? How do we facilitate commu-
nication and interoperation across many 
both nested and intersecting publics without 
undermining contextual integrity? What is the 
most efficient way to scale digital certificates 
on the internet today? What identification 
methods do we need so that members of a 
public can communicate securely among each 
other? What lessons can be drawn from the 
digital rights management ecosystem to the 
development of publics today? These are 
complex, sociotechnical questions, the kind 
that we would expect to take decades to 
work out. Unfortunately, we may not have 
decades: the rise of GFMs threaten, absent 
good answers to these questions, to under-
mine the very foundations of pluralism, 
trust, and identity. Work in this, ranging 
from theory quickly to this application, could 
hardly be more urgently needed.
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